
Types of SVM

SVM can be of two types:

Linear SVM: Linear SVM is used for linearly separable data, which means if a

dataset can be classified into two classes by using a single straight line, then such

data is termed as linearly separable data, and classifier is used called as Linear

SVM classifier.

Non-linear SVM: Non-Linear SVM is used for non-linearly separated data, which

means if a dataset cannot be classified by using a straight line, then such data is

termed as non-linear data and classifier used is called as Non-linear SVM

classifier.

Hyperplane and Support Vectors in the SVM algorithm:

Hyperplane: There can be multiple lines/decision boundaries to segregate the

classes in n-dimensional space, but we need to find out the best decision boundary

that helps to classify the data points. This best boundary is known as the

hyperplane of SVM.



The dimensions of the hyperplane depend on the features present in the dataset,

which means if there are 2 features (as shown in image), then hyperplane will be a

straight line. And if there are 3 features, then hyperplane will be a 2-dimension

plane.

We always create a hyperplane that has a maximum margin, which means the

maximum distance between the data points.

Support Vectors:

The data points or vectors that are the closest to the hyperplane and which affect

the position of the hyperplane are termed as Support Vector. Since these vectors

support the hyperplane, hence called a Support vector.

LOGISTIC REGRESSION IN MACHINE LEARNING

o Logistic regression is one of the most popular Machine Learning algorithms,

which comes under the Supervised Learning technique. It is used for

predicting the categorical dependent variable using a given set of

independent variables.

o Logistic regression predicts the output of a categorical dependent variable.

Therefore the outcome must be a categorical or discrete value. It can be

either Yes or No, 0 or 1, true or False, etc. but instead of giving the exact

value as 0 and 1, it gives the probabilistic values which lie between 0 and

1.

o Logistic Regression is much similar to the Linear Regression except that

how they are used. Linear Regression is used for solving Regression



problems, whereas Logistic regression is used for solving the

classification problems.

o In Logistic regression, instead of fitting a regression line, we fit an "S"

shaped logistic function, which predicts two maximum values (0 or 1).

o The curve from the logistic function indicates the likelihood of something

such as whether the cells are cancerous or not, a mouse is obese or not based

on its weight, etc.

o Logistic Regression is a significant machine learning algorithm because it

has the ability to provide probabilities and classify new data using

continuous and discrete datasets.

o Logistic Regression can be used to classify the observations using different

types of data and can easily determine the most effective variables used for

the classification. The below image is showing the logistic function:



Note: Logistic regression uses the concept of predictive modeling as regression;

therefore, it is called logistic regression, but is used to classify samples;

Therefore, it falls under the classification algorithm.

Logistic Function (Sigmoid Function):

o The sigmoid function is a mathematical function used to map the predicted

values to probabilities.

o It maps any real value into another value within a range of 0 and 1.

o The value of the logistic regression must be between 0 and 1, which cannot

go beyond this limit, so it forms a curve like the "S" form. The S-form curve

is called the Sigmoid function or the logistic function.

o In logistic regression, we use the concept of the threshold value, which

defines the probability of either 0 or 1. Such as values above the threshold

value tends to 1, and a value below the threshold values tends to 0.

Assumptions for Logistic Regression:

o The dependent variable must be categorical in nature.

o The independent variable should not have multi-collinearity.

Logistic Regression Equation:

The Logistic regression equation can be obtained from the Linear Regression

equation. The mathematical steps to get Logistic Regression equations are given

below:

o We know the equation of the straight line can be written as:



o In Logistic Regression y can be between 0 and 1 only, so for this let's divide

the above equation by (1-y):

o But we need range between -[infinity] to +[infinity], then take logarithm of

the equation it will become:

The above equation is the final equation for Logistic Regression.

Type of Logistic Regression:

On the basis of the categories, Logistic Regression can be classified into three

types:

o Binomial: In binomial Logistic regression, there can be only two possible

types of the dependent variables, such as 0 or 1, Pass or Fail, etc.

o Multinomial: In multinomial Logistic regression, there can be 3 or more

possible unordered types of the dependent variable, such as "cat", "dogs", or

"sheep"

o Ordinal: In ordinal Logistic regression, there can be 3 or more possible

ordered types of dependent variables, such as "low", "Medium", or "High".

RANDOM FOREST ALGORITHM

RANDOM FOREST ALGORITHM



Random forest algorithm can use both for classification and the regression kind

of problems. In this you are going to learn, how the random forest

algorithm works in machine learning for the classification task.

Random Forest is a popular machine learning algorithm that belongs to the

supervised learning technique. It can be used for both Classification and

Regression problems in ML. It is based on the concept of ensemble

learning, which is a process of combining multiple classifiers to solve a complex

problem and to improve the performance of the model.

A random forest algorithm consists of many decision trees. The ‘forest’ generated

by the random forest algorithm is trained through bagging or bootstrap

aggregating. Bagging is an ensemble meta-algorithm that improves the accuracy of

machine learning algorithms.

As the name suggests, "Random Forest is a classifier that contains a number of

decision trees on various subsets of the given dataset and takes the average to

improve the predictive accuracy of that dataset." Instead of relying on one decision

tree, the random forest takes the prediction from each tree and based on the

majority votes of predictions, and it predicts the final output.

The below diagram explains the working of the Random Forest algorithm:



Fig 2: Explaining the working algorithm of the Random Forest algorithm

Below are some points that explain why we should use the Random Forest
algorithm:

o It takes less training time as compared to other algorithms.

o It predicts output with high accuracy, even for the large dataset it runs

efficiently.

o It can also maintain accuracy when a large proportion of data is missing.

Features of a Random Forest Algorithm

● It’s more accurate than the decision tree algorithm.



● It provides an effective way of handling missing data.

● It can produce a reasonable prediction without hyper-parameter tuning.

● It solves the issue of overfitting in decision trees.

● In every random forest tree, a subset of features is selected randomly at the

node’s splitting point.

Classification in random forests

Classification in random forests employs an ensemble methodology to attain the

outcome. The training data is fed to train various decision trees. This dataset

consists of observations and features that will be selected randomly during the

splitting of nodes.

A rain forest system relies on various decision trees. Every decision tree consists of

decision nodes, leaf nodes, and a root node. The leaf node of each tree is the final

output produced by that specific decision tree. The selection of the final output

follows the majority-voting system. In this case, the output chosen by the majority

of the decision trees becomes the final output of the rain forest system. The

diagram below shows a simple random forest classifier.



Fig 3: Explaining the Random Forest Classifier

Random Forest Steps

1. Randomly select “k” features from total “m” features.

1. Where k << m

2. Among the “k” features, calculate the node “d” using the best split

point.

3. Split the node into daughter nodes using the best split.

4. Repeat 1 to 3 steps until “l” number of nodes has been reached.

5. Build forest by repeating steps 1 to 4 for “n” number times to

create “n” number of trees.

The beginning of random forest algorithm starts with randomly

selecting “k” features out of total “m” features. In the image, you can observe that

we are randomly taking features and observations.



The working of the algorithm can be better understood by the below example:

Example: Suppose there is a dataset that contains multiple fruit images. So, this

dataset is given to the Random forest classifier. The dataset is divided into subsets

and given to each decision tree. During the training phase, each decision tree

produces a prediction result, and when a new data point occurs, then based on the

majority of results, the Random Forest classifier predicts the final decision.

Consider the below image:

Fig 4: Explaining the Random Forest Classifier algorithm with example



APPLICATIONS OF RANDOM FOREST

There are mainly four sectors where Random forest mostly used:

1. Banking: Banking sector mostly uses this algorithm for the identification of

loan risk.

2. Medicine: With the help of this algorithm, disease trends and risks of the

disease can be identified.

3. Land Use: We can identify the areas of similar land use by this algorithm.

4. Marketing: Marketing trends can be identified using this algorithm.

Advantages of Random Forest

Random Forest is capable of performing both Classification and Regression tasks.

● It is capable of handling large datasets with high dimensionality.

● It enhances the accuracy of the model and prevents the overfitting issue.

Disadvantages of Random Forest

● Although random forest can be used for both classification and regression

tasks, it is not more suitable for Regression tasks.


