
ABSTRACT

A Chatbot is a software that can communicate with a human by using natural

language. One of the essential tasks in artificial intelligence and natural language

processing is the modelling of conversation. Since the beginning of artificial

intelligence, it’s been the hardest challenge to create a good chatbot. Although

chatbots can perform many tasks, the primary function they have to play is to

understand the utterances of humans and to respond to them appropriately. These

software are used to perform tasks such as quickly responding to users, informing

them, helping to purchase products and providing better service to customers. In this

project a chatbot is build using the deep learning method by using the data. The

machine is made to implant the learning to distinguish the sentences and choosing

itself as reaction to answer a question. The main focus will be on the automatic

generation of conversation “Chat” between a computer and a human by

developing an interactive artificial intelligent agent through the use of natural

language processing and deep learning techniques such as Long Short-Term

Memory, Gated Recurrent Units and to predict a suitable and automatic response

to  customers’  queries
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1 INTRODUCTION

Domain overview:
1.1.Data Science:

Data science is an interdisciplinary field that uses scientific methods,

processes, algorithms and systems to extract knowledge and insights from

structured and unstructured data, and apply knowledge and actionable insights from

data across a broad range of application domains.

The term "data science" has been traced back to 1974, when Peter Naur proposed it

as an alternative name for computer science. In 1996, the International Federation of

Classification Societies became the first conference to specifically feature data

science as a topic. However, the definition was still in flux.

The term “data science” was first coined in 2008 by D.J. Patil, and Jeff

Hammerbacher, the pioneer leads of data and analytics efforts at LinkedIn and

Facebook. In less than a decade, it has become one of the hottest and most trending

professions in the market.

Data science is the field of study that combines domain expertise,

programming skills, and knowledge of mathematics and statistics to extract

meaningful insights from data.
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Data science can be defined as a blend of mathematics, business acumen,

tools, algorithms and machine learning techniques, all of which help us in finding out

the hidden insights or patterns from raw data which can be of major use in the

formation of big business decisions.

Data Scientist:

Data scientists examine which questions need answering and where to find

the related data. They have business acumen and analytical skills as well as the

ability to mine, clean, and present data. Businesses use data scientists to source,

manage, and analyze large amounts of unstructured data.

1.2  ARTIFICIAL INTELLIGENCE:

Artificial intelligence (AI) refers to the simulation of human intelligence in

machines that are programmed to think like humans and mimic their actions. The

term may also be applied to any machine that exhibits traits associated with a human

mind such as learning and problem-solving.

Artificial intelligence (AI) is intelligence demonstrated by machines, as

opposed to the natural intelligence displayed by humans or animals. Leading AI

textbooks define the field as the study of "intelligent agents" any system that

perceives its environment and takes actions that maximize its chance of achieving its

goals. Some popular accounts use the term "artificial intelligence" to describe

machines that mimic "cognitive" functions that humans associate with the human

mind, such as "learning" and "problem solving", however this definition is rejected by

major AI researchers.

Artificial intelligence is the simulation of human intelligence processes by

machines, especially computer systems. Specific applications of AI include expert

systems, natural language processing, speech recognition and machine vision.

AI applications include advanced web search engines, recommendation

systems (used by YouTube, Amazon and Netflix), Understanding human
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speech (such as Sire or Alexa), self-driving cars (e.g. Tesla), and competing at the

highest level in strategic game systems (such as chess and Go), As machines

become increasingly capable, tasks considered to require "intelligence" are often

removed from the definition of AI, a phenomenon known as the AI effect. For

instance, optical character recognition is frequently excluded from things considered

to be AI, having become a routine technology.

Artificial intelligence was founded as an academic discipline in 1956, and in

the years since has experienced several waves of optimism, followed by

disappointment and the loss of funding (known as an "AI winter"), followed by new

approaches, success and renewed funding. AI research has tried and discarded

many different approaches during its lifetime, including simulating the brain,

modeling human problem solving, formal logic, large databases of knowledge and

imitating animal behavior. In the first decades of the 21st century, highly

mathematical statistical machine learning has dominated the field, and this technique

has proved highly successful, helping to solve many challenging problems

throughout industry and academia.

The various sub-fields of AI research are centered around particular goals and

the use of particular tools. The traditional goals of AI research

include reasoning, knowledge representation, planning, learning, natural language

processing, perception and the ability to move and manipulate objects. General

intelligence (the ability to solve an arbitrary problem) is among the field's long-term

goals. To solve these problems, AI researchers use versions of search and

mathematical optimization, formal logic, artificial neural networks, and methods

based on statistics, probability and economics. AI also draws upon computer

science, psychology, linguistics, philosophy, and many other fields.

The field was founded on the assumption that human intelligence "can be so

precisely described that a machine can be made to simulate it". This raises

philosophical arguments about the mind and the ethics of creating artificial beings

endowed with human-like intelligence. These issues have been explored

by myth, fiction and philosophy since antiquity. Science fiction and futurology have

also suggested that, with its enormous potential and power, AI may become

an existential risk to humanity.
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As the hype around AI has accelerated, vendors have been scrambling to

promote how their products and services use AI. Often what they refer to as AI is

simply one component of AI, such as machine learning. AI requires a foundation of

specialized hardware and software for writing and training machine learning

algorithms. No one programming language is synonymous with AI, but a few,

including Python, R and Java, are popular.

In general, AI systems work by ingesting large amounts of labeled training

data, analyzing the data for correlations and patterns, and using these patterns to

make predictions about future states. In this way, a chatbot that is fed examples of

text chats can learn to produce life like exchanges with people, or an image

recognition tool can learn to identify and describe objects in images by reviewing

millions of examples.

AI programming focuses on three cognitive skills: learning, reasoning and

self-correction.

Learning processes. This aspect of AI programming focuses on acquiring

data and creating rules for how to turn the data into actionable information. The

rules, which are called algorithms, provide computing devices with step-by-step

instructions for how to complete a specific task.

Reasoning processes. This aspect of AI programming focuses on choosing

the right algorithm to reach a desired outcome.

Self-correction processes. This aspect of AI programming is designed to

continually fine-tune algorithms and ensure they provide the most accurate results

possible.

AI is important because it can give enterprises insights into their operations

that they may not have been aware of previously and because, in some cases, AI

can perform tasks better than humans. Particularly when it comes to repetitive,

detail-oriented tasks like analyzing large numbers of legal documents to ensure

12



relevant fields are filled in properly, AI tools often complete jobs quickly and with

relatively few errors.

Artificial neural networks and deep learning artificial intelligence technologies

are quickly evolving, primarily because AI processes large amounts of data much

faster and makes predictions more accurately than humanly possible.

Natural Language Processing (NLP):

Natural language processing (NLP) allows machines to read

and understand human language. A sufficiently powerful natural language

processing system would enable natural-language user interfaces and the

acquisition of knowledge directly from human-written sources, such as newswire

texts. Some straightforward applications of natural language processing

include information retrieval, text mining, question answering and machine

translation. Many current approaches use word co-occurrence frequencies to

construct syntactic representations of text. "Keyword spotting" strategies for search

are popular and scalable but dumb; a search query for "dog" might only match

documents with the literal word "dog" and miss a document with the word "poodle".

"Lexical affinity" strategies use the occurrence of words such as "accident" to assess

the sentiment of a document. Modern statistical NLP approaches can combine all

these strategies as well as others, and often achieve acceptable accuracy at the

page or paragraph level. Beyond semantic NLP, the ultimate goal of "narrative" NLP

is to embody a full understanding of commonsense reasoning. By

2019, transformer-based deep learning architectures could generate coherent text.

1.3 MACHINE LEARNING

Machine learning is to predict the future from past data. Machine learning

(ML) is a type of artificial intelligence (AI) that provides computers with the ability to

learn without being explicitly programmed. Machine learning focuses on the

development of Computer Programs that can change when exposed to new data

and the basics of Machine Learning, implementation of a simple machine learning

algorithm using python. Process of training and prediction involves use of specialized

13

https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Natural-language_understanding
https://en.wikipedia.org/wiki/Natural-language_user_interface
https://en.wikipedia.org/wiki/Information_retrieval
https://en.wikipedia.org/wiki/Text_mining
https://en.wikipedia.org/wiki/Question_answering
https://en.wikipedia.org/wiki/Machine_translation
https://en.wikipedia.org/wiki/Machine_translation
https://en.wikipedia.org/wiki/Sentiment_analysis
https://en.wikipedia.org/wiki/Sentiment_analysis
https://en.wikipedia.org/wiki/Transformer_(machine_learning_model)


algorithms. It feed the training data to an algorithm, and the algorithm uses this

training data to give predictions on a new test data. Machine learning can be roughly

separated in to three categories. There are supervised learning, unsupervised

learning and reinforcement learning. Supervised learning program is both given the

input data and the corresponding labeling to learn data has to be labeled by a human

being beforehand. Unsupervised learning is no labels. It provided to the learning

algorithm. This algorithm has to figure out the clustering of the input data. Finally,

Reinforcement learning dynamically interacts with its environment and it receives

positive or negative feedback to improve its performance.

Data scientists use many different kinds of machine learning algorithms to

discover patterns in python that lead to actionable insights. At a high level, these

different algorithms can be classified into two groups based on the way they “learn”

about data to make predictions: supervised and unsupervised learning. Classification

is the process of predicting the class of given data points. Classes are sometimes

called as targets/ labels or categories. Classification predictive modeling is the task

of approximating a mapping function from input variables(X) to discrete output

variables(y). In machine learning and statistics, classification is a supervised learning

approach in which the computer program learns from the data input given to it and

then uses this learning to classify new observation. This data set may simply be

bi-class (like identifying whether the person is male or female or that the mail is

spam or non-spam) or it may be multi-class too. Some examples of classification

problems are: speech recognition, handwriting recognition, bio metric identification,

document classification etc.

Analyses                                          Predicts

Trains

Fig (1): Process of Machine learning

Supervised Machine Learning is the majority of practical machine learning

uses supervised learning. Supervised learning is where have input variables (X) and

an output variable (y) and use an algorithm to learn the mapping function from the

input to the output is y = f(X). The goal is to approximate the mapping function so

well that when you have new input data (X) that you can predict the output variables
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(y) for that data. Techniques of Supervised Machine Learning algorithms include

logistic regression, multi-class classification, Decision Trees and support
vector machines etc. Supervised learning requires that the data used to train the

algorithm is already labeled with correct answers. Supervised learning problems can

be further grouped into Classification problems. This problem has as goal the

construction of a succinct model that can predict the value of the dependent attribute

from the attribute variables. The difference between the two tasks is the fact that the

dependent attribute is numerical for categorical for classification. A classification

model attempts to draw some conclusion from observed values. Given one or more

inputs a classification model will try to predict the value of one or more outcomes. A

classification problem is when the output variable is a category, such as “red” or

“blue”.

1.4 DEEP LEARNING

Deep learning is a branch of machine learning which is completely based on

artificial neural networks, as neural network is going to mimic the human brain so

deep learning is also a kind of mimic of human brain. It’s on hype nowadays because

earlier we did not have that much processing power and a lot of data. A formal

definition of deep learning is- neurons Deep learning is a particular kind of machine

learning that achieves great power and flexibility by learning to represent the world

as a nested hierarchy of concepts, with each concept defined in relation to simpler

concepts, and more abstract representations computed in terms of less abstract

ones. In brain approximately 100 billion neurons all together this is a picture of an

individual neuron and each neuron is connected through thousands of their

neighbors. The question here is how it recreates these neurons in a computer. So, it

creates an artificial structure called an artificial neural net where we have nodes or

neurons. It has some neurons for input value and some for output value and in

between, there may be lots of neurons interconnected in the hidden layer.
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