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ABSTRACT 

 

In recent years, due to advancement in modern technology and social 

communication, advertising new job posts has become very common issue in the 

present world. So, fake job posting prediction task is going to be a great concern 

for all. Like many other classification tasks, fake job posing prediction leaves a lot 

of challenges to face. This paper proposed to use different machine learning 

techniques and classification algorithm like KNN, random forest classifier, 

multilayer perceptron and deep neural network to predict a job post if it is real or 

fraudulent. It was Experimented on Employment Scam Aegean Dataset 

(EMSCAD) containing 18000 samples. Deep neural network as a classifier, 

performs great for this classification task. Use three dense layers for this deep 

neural network classifier. The trained classifier shows approximately 98% 

classification accuracy (DNN) to predict a fraudulent job post. 

 

 

 

 

 

 

 

 

 

 



1 
 

 

TABLE OF CONTENTS 

 

Chapter No. TITLE Page No. 

1 INTRODUCTION 8 

 1.1. OVERVIEW 

 

8 

 1.2 . MACHINE LEARNING 

 

9 

 1.3  OBJECTIVE 

1.4  

 

9 

2 LITERATURE SURVEY 10 

 2.1 RELATED WORK 

 

10 

3 METHODOLOGY 15 

 3.1 EXISTING SYSTEM  15 

 3.1.1 DISADVANTAGES EXISTING SYSTEM 15 

 3.2 PROPOSED SYSTEM 15 

 3.2.1 ADVATAGES OF PROPOSED SYSTEM 16 

 3.3 ALGORITHMS USED  16 

 3.3.1 RANDOM FOREST ALGORITHM 16 

 3.3.2 KNN ALGORITHM 18 

 3.4 HARDWARE REQUIREMENTS 19 

 3.5 SOFTWARE REQUIREMENTS 19 

 3.6 DIAGRAMS 19 

 3.7 MODULES 28 

 3.8 SYSTEM ARCHITECTURE 29 

 3.9 LANGUAGE USED 33 

4 SYSTEM STUDY 40 



1 
 

 4.1 FEASIBILITY STUDY 40 

5 CONCLUSION 48 

 5.1 CONCLUSION 48 

 REFERENCE 49 

 APPENDICES  51 

 A. SOURCE CODE 51 

 B. SCREENSHOTS 

 

55 

 C. PLAGIARISM REPORT 74 

 D. JOURNAL PAPER 76 

   

   

   

   

   

   

   

   

   

   

   

   

   

  



1 
 

   

CHAPTER 1 

INTRODUCTION 

1.1 OVERVIEW 

In modern time, the development in the field of industry and technology has 

opened a huge opportunity for new and diverse jobs for the job seekers. With the 

help of the advertisements of these job offers, job seekers find out their options 

depending on their time, qualification, experience, suitability etc. Recruitment 

process is now influenced by the power of internet and social media. Since the 

successful completion of a recruitment process is dependent on its advertisement, 

the impact of social media over this is tremendous. Social media and 

advertisements in electronic media have created newer and newer opportunity to 

share job details. Instead of this, rapid growth of opportunity to share job posts has 

increased the percentage of fraud job postings which causes harassment to the job 

seekers. So, people lacks in showing interest to new job postings due to preserve 

security and consistency of their personal, academic and professional information. 

Thus the true motive of valid job postings through social and electronic media 

faces an extremely hard challenge to attain people’s belief and reliability. 

Technologies are around us to make our life easy and developed but not to create 

unsecured environment for professional life. If jobs posts can be filtered properly 

predicting false job posts, this will be a great advancement for recruiting new 

employees. Fake job posts create inconsistency for the job seeker to find their 

preferable jobs causing a huge waste of their time. An automated system to predict 

false job post opens a new window to face difficulties in the field of Human 

Resource Management.                                                                                             
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1.2 MACHINE LEARNING 

      

Machine learning could be a subfield of computer science (AI). The goal of 

machine learning typically is to know the structure information of knowledge of 

information and match that data into models which will be understood and used by 

folks. Although machine learning could be a field inside technology, it differs from 

ancient process approaches. 

In ancient computing, algorithms are sets of expressly programmed directions 

employed by computers to calculate or downside solve. Machine learning algorithms 

instead give computers to coach on knowledge inputs and use applied math analysis 

so as to output values that fall inside a particular vary. thanks to this, machine 

learning facilitates computers in building models from sample knowledge so as to 

modify decision-making processes supported knowledge inputs. 

 

1.3 OBJECTIVE 

In modern technology and social communication, advertising new job posts has 

become very common issue in the present world. So, fake job posting prediction 

task is going to be a great concern for all. Like many other classification tasks, fake 

job posing prediction leaves a lot of challenges to face. 
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CHAPTER 2 

LITERATURE SURVEY 

 

2.1 REALTED WORK  

[2.1] Statistical features-based real-time detection of drifted Twitter spam 

 

AUTHORS:  C. Chen, Y. Wang, J. Zhang, Y. Xiang, W. Zhou, and G. Min 

 

Twitter spam has become a critical problem nowadays. Recent works focus on 

applying machine learning techniques for Twitter spam detection, which make use 

of the statistical features of tweets. In our labeled tweets data set, however, we 

observe that the statistical properties of spam tweets vary over time, and thus, the 

performance of existing machine learning-based classifiers decreases. This issue is 

referred to as “Twitter Spam Drift”. In order to tackle this problem, we first carry 

out a deep analysis on the statistical features of one million spam tweets and one 

million non-spam tweets, and then propose a novel Lfun scheme. The proposed 

scheme can discover “changed” spam tweets from unlabeled tweets and 

incorporate them into classifier's training process. A number of experiments are 

performed to evaluate the proposed scheme. The results show that our proposed 

Lfun scheme can significantly improve the spam detection accuracy in real-world 

scenarios. 

 

 

[2.2] Automatically identifying fake news in popular Twitter threads 

 

AUTHORS:  C. Buntain and J. Golbeck 
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Information quality in social media is an increasingly important issue, but web-

scale data hinders experts' ability to assess and correct much of the inaccurate 

content, or "fake news," present in these platforms. This paper develops a method 

for automating fake news detection on Twitter by learning to predict accuracy 

assessments in two credibility-focused Twitter datasets: CREDBANK, a 

crowdsourced dataset of accuracy assessments for events in Twitter, and PHEME, 

a dataset of potential rumors in Twitter and journalistic assessments of their 

accuracies. We apply this method to Twitter content sourced from BuzzFeed's fake 

news dataset and show models trained against crowdsourced workers outperform 

models based on journalists' assessment and models trained on a pooled dataset of 

both crowdsourced workers and journalists. All three datasets, aligned into a 

uniform format, are also publicly available. A feature analysis then identifies 

features that are most predictive for crowdsourced and journalistic accuracy 

assessments, results of which are consistent with prior work. We close with a 

discussion contrasting accuracy and credibility and why models of non-experts 

outperform models of journalists for fake news detection in Twitter. 

 

 

[2.3]  A performance evaluation of machine learning-based streaming spam 

tweets detection 

 

AUTHORS:  C. Chen, J. Zhang, Y. Xie, Y. Xiang,W. Zhou, M. M. Hassan, A. 

AlElaiwi, and M. Alrubaian 

 

The popularity of Twitter attracts more and more spammers. Spammers send 

unwanted tweets to Twitter users to promote websites or services, which are 

harmful to normal users. In order to stop spammers, researchers have proposed a 
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number of mechanisms. The focus of recent works is on the application of machine 

learning techniques into Twitter spam detection. However, tweets are retrieved in a 

streaming way, and Twitter provides the Streaming API for developers and 

researchers to access public tweets in real time. There lacks a performance 

evaluation of existing machine learning-based streaming spam detection methods. 

In this paper, we bridged the gap by carrying out a performance evaluation, which 

was from three different aspects of data, feature, and model. A big ground-truth of 

over 600 million public tweets was created by using a commercial URL-based 

security tool. For real-time spam detection, we further extracted 12 lightweight 

features for tweet representation. Spam detection was then transformed to a binary 

classification problem in the feature space and can be solved by conventional 

machine learning algorithms. We evaluated the impact of different factors to the 

spam detection performance, which included spam to nonspam ratio, feature 

discretization, training data size, data sampling, time-related data, and machine 

learning algorithms. The results show the streaming spam tweet detection is still a 

big challenge and a robust detection technique should take into account the three 

aspects of data, feature, and model. 

 

 

[2.4] A model-based approach for identifying spammers in social networks 

 

AUTHORS:  F. Fathaliani and M. Bouguessa 

 

In this paper, we view the task of identifying spammers in social networks from a 

mixture modeling perspective, based on which we devise a principled unsupervised 

approach to detect spammers. In our approach, we first represent each user of the 

social network with a feature vector that reflects its behaviour and interactions with 
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other participants. Next, based on the estimated users feature vectors, we propose a 

statistical framework that uses the Dirichlet distribution in order to identify 

spammers. The proposed approach is able to automatically discriminate between 

spammers and legitimate users, while existing unsupervised approaches require 

human intervention in order to set informal threshold parameters to detect 

spammers. Furthermore, our approach is general in the sense that it can be applied 

to different online social sites. To demonstrate the suitability of the proposed 

method, we conducted experiments on real data extracted from Instagram and 

Twitter. 

 

 

[2.5] Spam detection of Twitter traffic: A framework based on random forests 

and non-uniform feature sampling 

 

AUTHORS:  C. Meda, E. Ragusa, C. Gianoglio, R. Zunino, A. Ottaviano, E. 

Scillia, and R. Surlinelli 

 

Law Enforcement Agencies cover a crucial role in the analysis of open data and 

need effective techniques to filter troublesome information. In a real scenario, Law 

Enforcement Agencies analyze Social Networks, i.e. Twitter, monitoring events 

and profiling accounts. Unfortunately, between the huge amount of internet users, 

there are people that use microblogs for harassing other people or spreading 

malicious contents. Users' classification and spammers' identification is a useful 

technique for relieve Twitter traffic from uninformative content. This work 

proposes a framework that exploits a non-uniform feature sampling inside a gray 

box Machine Learning System, using a variant of the Random Forests Algorithm 

to identify spammers inside Twitter traffic. Experiments are made on a popular 
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Twitter dataset and on a new dataset of Twitter users. The new provided Twitter 

dataset is made up of users labeled as spammers or legitimate users, described by 

54 features. Experimental results demonstrate the effectiveness of enriched feature 

sampling method 
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CHAPTER 3 

METHODOLOGY 

3.1 EXISTING SYSTEM 

• Tingminet al. provide a survey of new methods and techniques to identify 

Twitter spam detection. The above survey presents a comparative study of 

the current approaches.  

• On the other hand, S. J. Somanet. al. conducted a survey on different 

behaviors exhibited by spammers on Twitter social network. The study also 

provides a literature review that recognizes the existence of spammers on 

Twitter social network.  

• Despite all the existing studies, there is still a gap in the existing literature. 

Therefore, to bridge the gap, we review state-of-the-art in the spammer 

detection and fake user identification on Twitter 

 

3.1.1 DISADVANTAGES OF EXISTING SYSTEM 

• Because of Privacy Issues the Facebook dataset is very limited and a lot of 

details are not made public. 

• having less accuracy 

• More complex 

 

3.2 PROPOSED SYSTEM 

The proposed framework, the sequence of processes that need to be followed for 

continues detection of fake job post with active learning from the feedback of the 

result given by the classification algorithm. This framework can easily be 

implemented by social networking companies. 1. The detection process starts with 


