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ABSTRACT

Diabetes is a chronic (long-lasting) health condition that affects how your body

turns food into energy. Most of the food you eat is broken down into sugar

(also called glucose) and released into your bloodstream. When your blood

sugar goes up, it signals your pancreas to release insulin. Nowadays machine

learning is applied to healthcare system where there is a chance of predicting

the disease early. The main necessity of Artificial intelligence is data. The past

dataset is collected and that dataset is used to build a machine learning

model. The necessary pre-processing techniques are applied like univariate

analysis and bivariate analysis are implemented. The data is visualised for

better understanding of the features and based on that a classification model

is built by using machine learning algorithm and comparison of algorithms are

done  based on their performance metrics like accuracy, F1 score recall etc.
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CHAPTER 1

INTRODUCTION
1.1 DATA SCIENCE

Data science is an interdisciplinary field that uses scientific methods,

processes, algorithms and systems to extract knowledge and insights from

structured and unstructured data, and apply knowledge and actionable

insights from data across a broad range of application domains. The term

"data science" has been traced back to 1974, when Peter Naur proposed it as

an alternative name for computer science. In 1996, the International

Federation of Classification Societies became the first conference to

specifically feature data science as a topic. However, the definition was still in

flux.

The term “data science” was first coined in 2008 by D.J. Patil, and Jeff

Hammer bacher, the pioneer leads of data and analytics efforts at LinkedIn

and Facebook. In less than a decade, it has become one of the hottest and

most trending professions in the market. Data science is the field of study

that combines domain expertise, programming skills, and knowledge of

mathematics and statistics to extract meaningful insights from data. Data

science can be defined as a blend of mathematics, business acumen, tools,

algorithms and machine learning techniques, all of which help us in finding out

the hidden insights or patterns from raw data which can be of major use in the

formation of big business decisions.

1.1.1 Data Scientist:

Data scientists examine which questions need answering and where to

find the related data. They have business acumen and analytical skills as well

as the ability to mine, clean, and present data. Businesses use data scientists

to source, manage, and analyse large amounts of unstructured data.
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1.2 ARTIFICIAL INTELLIGENCE

Artificial intelligence (AI) refers to the simulation of human intelligence

in machines that are programmed to think like humans and mimic their

actions. The term may also be applied to any machine that exhibits traits

associated with a human mind such as learning and problem-solving. Artificial

intelligence (AI) is intelligence demonstrated by machines, as opposed to

the natural intelligence displayed by humans or animals. Leading AI textbooks

define the field as the study of "intelligent agents" any system that perceives

its environment and takes actions that maximize its chance of achieving its

goals.

Learning processes. This aspect of AI programming focuses on

acquiring data and creating rules for how to turn the data into actionable

information. The rules, which are called algorithms, provide computing devices

with step-by-step instructions for how to complete a specific task.

Reasoning processes. This aspect of AI programming focuses on

choosing the right algorithm to reach a desired outcome.

Self-correction processes. This aspect of AI programming is designed

to continually fine-tune algorithms and ensure they provide the most accurate

results possible.

1.3 MACHINE LEARNING

Machine learning is to predict the future from past data. Machine

learning (ML) is a type of artificial intelligence (AI) that provides computers

with the ability to learn without being explicitly programmed. Machine learning

focuses on the development of Computer Programs that can change when

exposed to new data and the basics of Machine Learning, implementation of a
2
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simple machine learning algorithm using python. Process of training and

prediction involves use of specialized algorithms. It feed the training data to an

algorithm, and the algorithm uses this training data to give predictions on a

new test data. Machine learning can be roughly separated in to three

categories. There are supervised learning, unsupervised learning and

reinforcement learning. Supervised learning program is both given the input

data and the corresponding labeling to learn data has to be labeled by a

human being beforehand. Unsupervised learning is no labels. It provided to

the learning algorithm.

This algorithm has to figure out the clustering of the input data.

Classification is the process of predicting the class of given data points.

Classes are sometimes called as targets/ labels or categories. Classification

predictive modeling is the task of approximating a mapping function from input

variables(X) to discrete output variables(y). In machine learning and statistics,

classification is a supervised learning approach in which the computer

program learns from the data input given to it and then uses this learning to

classify new observation. This data set may simply be bi-class (like identifying

whether the person is male or female or that the mail is spam or non-spam) or

it may be multi-class too. Some examples of classification problems are:

speech recognition, handwriting recognition, bio metric identification,

document classification etc.

Analyses                                          Predicts

Trains

Fig: Process of Machine learning

Supervised Machine Learning is the majority of practical machine learning

uses supervised learning. Supervised learning is where have input variables (X) and

an output variable (y) and use an algorithm to learn the mapping function from the

input to the output is y = f(X). The goal is to approximate the mapping function so well
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