
 

 
 

 
ABSTRACT 

 

In pc vision, Image process is one among the important areas of analysis. Any style of 

signal process that the input is a picture like images or frames of video. Specifically, 

feature choice during a very important role in image process. The results of the image 

process are a picture, or a collection of parameters or characteristics associated with 

the image. Image-processing techniques which will notice the image on any image or 

live video applying normal signal-processing techniques thereon. Image process 

typically refers to digital image process, however analog and optical image process also 

are attainable.  

 

The acquisition of image is observed as imaging and most of the formulas focuses on 

the trailing algorithm to smoothen the video sequence. on the opposite hand, few 

strategies use the previous accessible data concerning image color, shape, texture then 

on. the aim of this paper is to research and review the previous approach towards 

image trailing and image detection exploitation video sequences through the SURF 

algorithm. 
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CHAPTER 1 

     INTRODUCTION 

 
Image detection has been a well-studied subject for decades since it arises in many 

practical scenarios of modern marketing and advertising. Image detection aimed to 

enable computers to detect the image in an image without human intervention. 

 

 

Fig 1.1  

 

Images are key elements for companies and play an essential role in industry and 

commerce. Different images may have a similar layout but a slight difference in the 

spatial disposition of the graphics elements, the difference in orientation, size, and 

shape. The image of different firms exists in the database. The imaged exit in text form, 

graphic form or in both i.e., hybrid form. Therefore, it is necessary to extract the feature  
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image of the image as well as the test image so that it can identify the text portion and 

graphic portion of the image properly. 

 

1.1 PRE-PROCESSING 

 

It includes the binarization of images. Binarization is the process of converting an image 

from color to black-and-white (called “binary image”). The binary image contains only 

two-pixel values 0 and 1. This process reduces the number of dimensions we must work 

with. 

 

1.2 FEATURE EXTRACTION 

 

This process extracts the key-points of all the images. And extract the key-points of the 

input image with the same technique used to extract the key points from the image. 

Where the key point is a circular image region with an orientation. It is delineated by a 

geometrical frame of 4 parameters: the key purpose center coordinates x and y, its 

scale (the radius of the region), and its orientation. 

 

 

 
 

 

 

 

 

 

 

 

 

Fig 1.2Key point in an image 
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There are many ways to extract features with reference to the goals. Some are based 

on the edges or the corners, other on the curvature of the shape. The different types of 

techniques for feature extraction are SIFT (Scale Invariant Feature Transform), SURF 

(Speeded up Robust Feature), HOG (Histogram Oriented Gradient), Template 

Matching, etc. 

 

1.3 FEATURE MATCHING 

 

In this process, features of the image which are stored in a database are compared with 

the features of an input image. The regions with maximum similar features for the image 

are considered and hence some part of an image in the image is detected. CDS 

(Context-Dependent Similarity) is one of the techniques used for matching the key 

points in the image and detecting the desired image. 
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CHAPTER 2 

 
LITERATURE SURVEY 
 

 

In the literature survey, we have studied different feature extraction techniques. Images 

of different formats and styles exist in the database. To recognize the different types of 

an image of different images features can be used for extracting the feature and testing 

images. Using some analysis, there are main three techniques using this testing of 

images are done, which are Speeded up robust feature (SURF), Scale-invariant feature 

transform (SIFT), and Histogram oriented Gradient (HOG). SURF, SIFT, HOG is used 

for extracting the shape-based feature vectors of training and testing images. Finally, to 

check the relationship between the sample images of testing sub-images and training 

sub-images of the classes the Manhattan Distance classifier is used. 

 

2.1 SCALE INVARIANT FEATURE TRANSFORM (SIFT) 

 

SIFT, Associate in Nursing word form of Scale-invariant feature rework, is one in all the 

foremost far-famed algorithms to sight and describe the native options in a picture, 

fictional by David Lowe in 1999. The SIFT is for extracting good invariant options from 

pictures which will be accustomed perform reliable matching between the various views 

of a scene or object. This feature descriptor maintains sensible fame for its properties 

as a result of it's invariants to scaling, translation, rotation, transformation and partly to 

illumination changes. The goal of those techniques is to convert a picture during a set of 

vectors, and these vectors have the characteristic to explain enough the image. As 

David G. Lowe represented SIFT consists of 4 major stages: 

 

(1) Scale-space peak selection  

(2) Key point localization  

(3) Orientation assignment  

(4) Key point descriptor 
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