
ABSTRACT 

 

 
The need for clustering of documents is high in applications like document 

summarization, information retrieval etc. Huge collections of documents are pilling 

every day. It is really challenging to efficiently cluster given text documents. It is 

evident that clustering needs to be performed with best preprocessing and analysing 

techniques with respect to preserving the order of sequence of words and concept of 

words in the documents. In order to best understand the concepts in a document which 

further helps in clustering the document and putting it into the most appropriate 

cluster, it is essential to represent the document in a semantic representation. Semantic 

representation preserves the meaning of words in a document. There are many 

algorithms and approaches used till date which have their own merits and demerits. 

The algorithms used for word vectors here is “Word2Vec-Skip grams Model”, a word 

vector model is a neural network which generates a 100 dimension word vector i.e. a 

vector of 100 dimensions for each word, and the document is represented by 

computing a feature vector. A feature vector is calculated by using the word vectors by 

applying the min max method, min max method which is used summarizes all the 

vectors of the document into a single feature vector and for clustering is “k means”. It 

is used for clustering the documents. 
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CHAPTER-1: INTRODUCTION 

 
Text clustering is the application of cluster analysis to text-based documents. It is an 

efficient analysis technique used in the domain of the text mining to arrange a huge 

unorganised text documents into a subset of coherent clusters. Documents which are 

similar belong to the same cluster, whereas the documents which are dissimilar belong 

to different clusters. Clustering is unsupervised; it creates the clusters depending upon 

the pattern. Clustering is very much important as it determines the intrinsic grouping 

among the unlabeled data present. There are no criteria for a good clustering. It 

depends on the user, what are the criteria they may use which satisfy their need. For 

instance, we could be interested in finding representatives for homogeneous groups 

(data reduction), in finding “natural clusters” and describe their unknown properties 

(“natural” data types), in finding useful and suitable groupings (“useful” data classes) 

or in finding unusual data objects (outlier detection). This algorithm must make some 

assumptions which constitute the similarity of points and each assumption make 

different and equally valid clusters. 

 

1.1 Clustering 

Basically, clustering involves grouping data with respect to their similarities. It is 

primarily concerned with distance measures and clustering algorithms which calculate 

the difference between data and divide them semantically. Clustering methods are 

used to identify groups of similar objects in a multivariate data sets collected from 

fields such as marketing, bio-medical and geo-spatial. The following are types of 

clustering 

 Traditional Clustering 

 Semantic Clustering 

1.1.1 Traditional Clustering 

They are different types of clustering methods, including: 

 Partitioning methods 

 Hierarchical clustering 

 Fuzzy clustering 

 Density-based clustering 

 Model-based clustering 
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1.1.1.1 Partitioning clustering 
 

 

Fig: 1.1 Partition Clustering Algorithms 

Partitional clustering (or partitioning clustering) are clustering methods used to 

classify observations, within a data set, into multiple groups based on their similarity. 

The algorithms require the analyst to specify the number of clusters to be generated. 

This course describes the commonly used partitional clustering, including: 

 K-means clustering (MacQueen 1967), in which, each cluster is represented by 

the center or means of the data points belonging to the cluster. The K-means 

method is sensitive to anomalous data points and outliers. 

 K-medoids clustering or PAM (Partitioning Around Medoids, Kaufman & 

Rousseeuw, 1990), in which, each cluster is represented by one of the objects 

in the cluster. PAM is less sensitive to outliers compared to k-means. 

 CLARA algorithm (Clustering Large Applications), which is an extension to 

PAM adapted for large data sets. 

There are mainly four types of partitioning algorithm includes as K-Mean Algorithm, 

K-Mediod Algorithm i.e. PAM (Portioning Around Medoids), CLARA and 

CLARANS. 

K-M ean Algorithm: K-Mean is first developed by James MacQueen in  1967.A 

cluster is represented by its centroid, which is usually the mean of points within a 

cluster. The objective function used for k-means is the sum of discrepancies between a 

point and its centroid expressed through appropriate distance. 

They have convex shapes clusters. Procedure of K-Mean:- 

a) The technique requires arbitrary selection of choose k objects from D as the 

initial centres, where k is the number of clusters and D is the data set 

containing n objects. 
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b) Repeat the first step. 

c) Reassign each object to the cluster to which object is most similar. It is 

based on the mean value of the objects in the cluster. 

d.) Calculate the mean value of the objects for each cluster. 

e) Until no change 

Advantages of K-Mean: 

1. If the variables are large, then K-Means most of the time computationally 

faster than hierarchical clustering methods. 

2. K-Means produces tighter clusters than Hierarchical Clustering Method. 

Disadvantages of K-Means Partition Algorithm: 

1. It is difficult to predict the K Value. 

2. More difficulty in comparing quality of cluster. 

3. K-Means Algorithm does not work well with global clusters. 

K-M ediod Algorithm: Partition around Medoids (PAM) is developed by 

Kaufman and Rousseeuw in 1987. It is based on classical partitioning process of 

clustering the algorithm selects k-medoids initially and then swaps the medoids 

object with non mediod thereby improving the quality of cluster. This method is 

comparatively robust than K-Mean particularly in the context of ‗noise‘or 

‗outlier‘. K-Medoids can be defined as that object of a cluster, instead of taking the 

mean value of the object in a cluster according to reference point. K-Medoids can 

find the most centrally located point in the given dataset. Procedure of K-Medoids:- 

Input: 

 K: The number of clusters 

 D: A data set containing n objects 

Output: 

 A set of K clusters Method: 

The following steps are recommended by Tagaram Soni Madhulatha 

1. The algorithm begins with arbitrary selection of the K objects as mediod 

points out of n data points (n>K). 

2. After selection of the K mediod points, associate each data object in the 

given data set to most similar mediod. 

3. Randomly select non-mediod object O. 

4. Compute total cost S of swapping initial mediod object O. 
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5. If S>0, swap initial medoids with the new one. 

6. Repeat steps until there is no change in the medoids. 

Advantages of K-Medoids: 

1) It is simple to understand and easy to implement. 

2) K-Medoids Algorithm is fast and converges in a fixed number of steps. 

3)Partition Around Medoids (PAM) algorithm is less sensitive to outliers than 

other partitioning algorithms. 

Disadvantages of K-Medoids: 

1) K-Medoids  is  more  costly  than  K-Means  Method  because  of  its  time 

complexity. 

2) It does not scale well for large datasets. 

3) Results and total run time depends upon initial partitions 

CLARA (Clustering for Large Application) 

CLARA means clustering large applications and has been developed by Kaufman and 

Rousseeuw in 1990. This partitioning algorithm has come into effect to solve the 

problem of Partition around Medoids (PAM).CLARA extends their K-Medoids 

approach for large number of object. This technique selects arbitrarily the data using 

PAM. According to Raymond T. Ng and Jiawei Han the following steps are performed 

in case of CLARA as given by the authors. 

1) Draw a sample of 40+2k objects randomly from the entire data set, and call 

Algorithm PAM to find k medoids of the sample. 

2) For each of the object determine the specific K medoids which is similar to 

the given object (Oj). 

3) Calculate the average dissimilarity of the clustering thus obtained. If the 

value thus obtained is less than the present minimum we can use it and retained 

the K-Medoids found in the second step as best of medoids. 

4) We can repeat the steps for next iteration. 

Advantages of CLARA: 

1) CLARA Algorithm deals with larger data sets than PAM (Partition around 

Medoids). 

Disadvantages of CLARA: 

1) The efficient performance of CLARA depends upon the size of dataset. 

2).A biased sample data may result into misleading and poor clustering of 

whole datasets. 
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1.1.1.2 Hierarchical clustering 

Hierarchical clustering is an alternative approach to partitioning clustering for 

identifying groups in the dataset. It does not require pre-specifying the number of 

clusters to be generated. 

In contrast to partitional clustering, the hierarchical clustering does not require to pre- 

specify the number of clusters to be produced. 

Hierarchical clustering can be subdivided into two types: 

Agglomerative clustering in which, each observation is initially considered as a 

cluster of its own (leaf). Then, the most similar clusters are successively merged until 

there is just one single big cluster (root). 

Advantages: 

1) No apriori information about the number of clusters required. 

2) Easy to implement and gives best result in some cases. 

Disadvantages: 

1) Algorithm can never undo what was done previously. 

2) Time  complexity  of  at  least  O(n2 log  n)  is  required,  where ‘n’ is  the 

number of data points. 

3) Based on the type of distance matrix chosen for merging different algorithms 

can suffer with one or more of the following: 

4) No objective function is directly minimized 

5) Sometimes  it  is  difficult  to  identify the  correct  number  of clusters  by the 

dendogram. 
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Fig: 1.2 Example of Dendogram 

1.1.1.3 Fuzzy clustering 

The fuzzy clustering is considered as soft clustering; in which each element has a 

probability of belonging to each cluster. In other words, each element has a set of 

membership coefficients corresponding to the degree of being in a given cluster. 

This is different from k-means and k-medoids clustering, where each object is affected 

exactly to one cluster. K-means and k-medoids clustering are known as hard or non- 

fuzzy clustering. 

In fuzzy clustering, points close to the center of a cluster may be in the cluster to a 

higher degree than points in the edge of a cluster. The degree, to which an element 

belongs to a given cluster, is a numerical value varying from 0 to 1. 

The fuzzy c-means (FCM) algorithm is one of the most widely used fuzzy clustering 

algorithms. The centroid of a cluster is calculated as the mean of all points, weighted 

by their degree of belonging to the cluster. 

 

1.1.1.4 DBSCAN (Density-based clustering) 

DBSCAN (Density-Based Spatial Clustering and Application with Noise), is a 

density-based clustering algorithm (Ester et al. 1996), which can be used to identify 

clusters of any shape in a data set containing noise and outliers. 

The basic idea behind the density-based clustering approach is derived from a human 

intuitive clustering method. For instance, by looking at the figure below, one can 

easily identify four clusters along with several points of noise, because of the 

differences in the density of points. 
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